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Class (1 = normal, 2 = hyper, 3 = hypo) 
T3-resin uptake test. (A percentage) 

Total Serum thyroxin as measured by the isotopic displacement method.  

Total serum triiodothyronine as measured by radioimmunoassay.  

Basal thyroid-stimulating hormone (TSH) as measured by radioimmuno 
assay.  

Maximal absolute difference of TSH value after injection of 200 micro grams 
thyrotrophic-releasing hormone as compared to the basal value.  
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A novel approach for low working thyroid by using data mining techniques. 

Abstract  

Subject: Feature selection is one of the most steps in data mining. Because it affects on obtained results 
directly. Feature selection reduces problem dimensions and increases model accuracy rate. Also, attained 
patterns will be more understandable. There are many techniques for feature selection. Giving weight to 
features is one of technique for feature selection. 
Goal: The goal of this paper is, selecting the most important thyroid features and analyzing these data with 
the highest accuracy as possible as.  
Research method: In this paper, a novel approach was offered for analyzing gland thyroid data. Feature 
selection was executed by analysis component principle (PCA) method.Analysis gland thyroid data was 
executed on based selected features with K-nearest neighborhood method. 
Results
gland thyroid data yet.  

Key words: Thyroid, Feature selection, Analysis component principle, K-nearest neighborhood.       
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